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Abstract 
 

The diagnosis system presents to classify the Electroencephalogram (EEG) brain signal of patient to distinguish 

between normal and abnormal which are tumor and epilepsy with better classification accuracy. To design         

automated classification of EEG signals for the detection of normal and abnormal activities using Wavelet      

transform and Artificial Neural Network (ANN) Classifier is  considered. Here, the system uses the back          

propagation with feed forward for classification which follows the ANN classification with data set training. For 

training, the statistical principal features will be extracted with facilitate of data base samples. The test sample is 

going to be classified using ANN classifier parameters and its features. The system gives better performance      

accuracy for different test samples 
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1. Introduction 
 

A Brain-Computer interface (BCI) is a one of 

the communication between human brain and 

an external device. It is also called               

neural-control interface, or brain machine     

interface. Such system is allowing people to 

communicate through measurements of brain 

activity, without requiring any movement. It 

helps paralyzed people solve their problem and 

make them to communicate, based on the brain 

sense which detects blink from eye. Brain to 

chosen litter and make a sentence to          

communicate with others. BCI is collecting the 

electrical signals by brain and converting into 

a control signals to different applications like a 

keyboard/mouse, robotic, wheelchairs etc. 

Cashero and Anderson [1] focused on the p300 

speller paradigm and the identification of   

classification accuracies using Blind source 

separation method (BSS). It consist of three 

methods 

 ICA, MNF or PCA these method   improves 

the classification accuracy is 85% over the 

original data. Pham et al., [2]   developed a  

unified classification scheme based on         

ensemble classifier and adaptive learning. Here 

using SVM method, the experimental result         

increasing speed and accuracy 75 to 91.26% 

with 12.65 iterations. Hoffmann et al.,[3]    

proposed many interesting application of BCI 

and how Automatic relevance                       

determination(ARD) and result  comparing  

with  two technique that is SBDA and  SVM. 

SVM gives the best accuracy of 80%. . Zhou 

and Thuraisingham, [4] focused on finding a 

robust learning model using spares relevance 

vector machine ensemble for adversarial  

learning method. Here using the two real data 

set one is spam base and another one is web 

spam. The SVM technique is best for one class 
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and adversarial  RVM  algorithm  is  best  with  

accuracy  is 91%. Zhang et al., [5] introduced a 

method of STDA (spatial temporal              

discriminant analysis) is to bring down feature 

dimensionalities and also improves the        

appraisal of covariance matrices. It improves 

average accuracy of 80.8%. Kaper et al., [6], 

implemented signal from the P300 speller by 

using the machine learning method. It is more    

accurate    and    it      demands    only    10  

electrodes.  Wu et al., [7] cast the CSP algo-

rithm. CSP is advice as a  generic EEG signal. 

Zhang et al.,[8], presented that the bayes error 

can be practically           decreased by  apply-

ing a new spatial filter with lower Rayleigh           

quotient. Zhang et al.,[9] proposed L1-

regulerized multiway canonical correlation 

Analysis for SSVEP-Based BCI in this paper 

compared with CCA and MCCA, techniques 

the L1- MCCA achieved            significantly 

higher SSVEP recognition       accuracy 80%. 

Related work are reviewed and presented in 

the Table 1. 
 

Table 1: Data set and Methods 
 

 
Ref. Dataset Method Accu-

racy 

10 64,32 electrodes 
8 channels 

ICA, 
MNE, PCA 85% 

11 -- SVM 91.26% 

12 32 electrods 
8 channels SVM 80% 

13 -- SVM 91% 

14 
16 electrodes , 

16 channels 
1
STDA 80.8% 

6 64 electrodes SVM 84.5% 

16 60,118 and 32 
channels CSP 95% 

17 59 and 22 
channels. CSP -- 

18 
105 and 120 

channels, 27 and 
57 electrodes. 

 

SVM 

 

98.9% 

19 6 channels and 
26 electrodes LVQ, MLP 70% 

20 
30 channels and 

10 to 20 
electrodes 

CCA,MCCA 

and  
2
L1- MCCA 

 

80% 

21 9 electrodes 
SVM 

Variation RVM 80.68% 

22 
64 electrodes 

and 
30 channels 

3
GSBLDA 90% 

1spatial-temporal discriminant analysis, 2 L1-
regulerized multiway canonical correlation Analysis, 
3group sparse baysian linear discriminator analysis 

2. Methodology 
 

The proposed methodology includes mainly 

input data base/data acquisition,                   

pre-processing. The first stage in BCI is data      

collection. Before parameter      extraction is 

being done, a set of measurements is to be    

performed. The signals are acquired using the 

electrode placement or EEG signal can be     

collected from PhysioBankin website.  

In the feature extraction phase, the information 

that is most relevant for classification is        

extracted from the raw data. The EEG signal is 

a complex function of the brain characteristics 

such as mental stress, emotional state,           

neurological disorders, e.g., epilepsy, early   

diagnosis and localization of brain tumors and 

coma. A good feature extraction scheme should 

maintain and enhance those features of the   

input data which make distinct pattern classes. 

The proposed methodology is shown in figure 1.  

Figure 1: Proposed methodology 

 

In this work, Discrete Wavelet Transform is 

used to remove the highest frequencies, local 

information is retained and the image looks like 

a low resolution version of the full EEG.  

Wavelets are mathematical functions that cut 

up data into different frequency components, 

and then study each component with a          

resolution matched to its scale.  These basis 

functions are short waves with limited duration, 

thus the name 'wavelets' is used. The basic 

functions of the Wavelet Transform are scaled 

with respect to frequency. 

The next most crucial step is classification. All 

the preceding stages should be designed and 

tuned to achieve success in the classification 

http://www.physione.orgt/
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phase. The operation of the classification step is 

simplified as being that of transforming a  

quantitative input data to qualitative output   

information. Because ANNs can be trained to 

identify non-linear patterns between input and 

output values and can solve problems much 

faster than digital computers, a feed forward 

neural network trained using Back propagation 

is used for the recognition of epileptic patterns 

in EEG signals. 

3. Experimental Results 

In this stage we classify the collected EEG 

signal either normal or abnormal. In abnormal 

stage classifying the two Diseases Epilepsy 

and tumor. 

Step 1: The first stage in BCI is data           

collection. Before parameter extraction is being 

done, a set of measurements is to be             

performed. The signals are acquired using the 

electrode placement or EEG signal can be    

collected from PhysioBank in 

www.physionet.org website. The figure 2 

shows the original input signal and figure 3 

shows the filtered EEG signal. 
 

Figure 2: Input of EEG signal 

       

  
Figure 3: Filtered of EEG signal 

Step 2: Pre-processing techniques help to    

remove unwanted artifacts from the EEG   

signal and hence improve the signal to noise 

ratio. A pre-processing block aids in  mprov-

ing the performance of the system by separat-

ing the noise from the actual signal. In pro-

posed method using Recursive least squares 

(RLS) is an adaptive filter that        recursively 

finds the coefficients that         minimize a 

weighted linear least squares cost function re-

lating to the input signals.        Normalizing all 

the co-efficients and finding the mean to min-

imize the error. Feature       extraction of EEG 

Signal is shown in figure 4. 
 

 

 
Figure 4: Feature extraction of EEG Signal 

 

Step 3: In the feature extraction phase, the  

information that is most relevant for            

classification is extracted from the raw data as 

shown in figure 5. The EEG signal is a     

complex function of the brain characteristics 

such as mental stress, emotional state,         

neurological disorders, e.g., epilepsy, early 

diagnosis and localization of brain tumors. In 

the proposed work, Discrete Wavelet       

Transform is used.  
 

 

Figure 5: ANN of EEG signal 

http://www.physionet.org/
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Step 4: In this step, a feed forward neural   

network was trained using Back propagation 

for the recognition of epileptic patterns in 

EEG signal. Best validation performance of 

EEG signal is as shown in figure 6 and figure 

7 shows GUI Representation of EEG signal. 
 

 
 

Figure 6: Best validation performance of EEG signal 

 

        

Figure 7: GUI Representation of EEG signal 

Step 5: Performance Comparison with respect 
Normal, Epilipsy and tumor is as shown in  
figure 8.  

 Figure 8: Performance comparison 

 

Step 6: The Statistical Parameters Comparison 
of the MLBP Classifiers and SVM classifier is 
as shown in figure 9 and figure 10 and           

performance comparison is presented in the   
Table 2 .  

 

     
 

Figure 9: The Statistical Parameters Comparison of 

the MLBP Classifiers 

 
Figure 10: The Statistical Parameters Comparison 

of the SVM Classifier 

 
Table 2: Performance comparison 

 

 
 

4. Conclusion 
 

In the proposed work, classifiers for the        

different diseases are proposed. The             

performance of the proposed work is measured 

in terms of different parameters such accuracy, 

SNR, PRD, sensitivity etc. The artificial neural 

network (ANN) and MLBP are proposed with 

a classification accuracy of about 90% and 

95% respectively which are better in            

comparison with the related works. 
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